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Abstract—In this paper, we focus on the assessment of
the optimal design of the propulsion system of an energy-
autonomous Hyperloop capsule supplied by batteries. The novelty
in this paper is to propose a sizing method for this specific
transportation system, and answer the question whether the
energy and power requirements of the Hyperloop propulsion
are compatible with available power-electronics and battery
technologies. By knowing the weight of a pre-determined payload
to be transported along pre-determined trajectories, the proposed
sizing method minimizes the total number of battery cells that
supply the capsule’s propulsion and maximizes its performance.
The constraints embed numerically-tractable and discrete-time
models of the main components of the electrical propulsion
system and the battery, along with a kinematic model of the
capsule. Although the optimization problem is non-convex due
to the adopted discrete-time formulation, its constraints exhibit
a good numerical tractability. After having determined multiple
solutions, we identify the dominant ones by using specific metrics.
These solutions identify propulsion systems characterized by
energy reservoirs with an energy capacity in the order of 0.5
MWh and a power rating below 6.25 MW, and enable an energy
consumption between 10-50 Wh/km/passenger depending on the
length of the trajectory.

Index terms— Hyperloop, transportation, batteries, energy
conversion, optimization, optimal design, propulsion.

NOMENCLATURE

∆i Sampling time interval along the capsule’s trajectory
∆j Sampling distance interval of the capsule’s trajectory
η Efficiency of the capsule propulsion system (joint

mechanical and electrical)
φ Time constraint scaling up factor
ρ Hyperloop tube air density
a Capsule’s acceleration
Cd Capsule drag coefficient
Cbatt Capacity of the battery
Ccell Capacity of a cell
Fdrag Capsule drag force
Ftraction Capsule traction force
i Index of time associated to the position of the capsule

along the trajectory
Ibatt Battery current
Icell Cell current
j Index of space associated to the position of the capsule

along the trajectory
k1 Weight per unit power density of a linear induction

motor
k2 Weight per unit power density of a power electronic

converter
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L Total length of the capsule trajectory
m Total mass of the capsule
m0 Passive mass of the capsule
mactive Active mass of the capsule
mBESS Mass of the battery of the capsule
mcell Mass of a battery cell
mmechanics Mechanical mass of the capsule
mpayload Payload mass of the capsule
mPS Mass of the capsule propulsion systems
n Number of trajectory zones
Np Number of cells in parallel in the battery pack
Ns Number of cells in series in the battery pack
Pbatt Accessible power of the battery at its terminals
PmaxCell Maximum power provided by a battery cell
Pmax Maximum electrical power of the capsule propulsion
Ptraction Capsule traction power
Rbatt Equivalent series resistance of the battery
Rcell Equivalent series resistance of a battery cell
S Cross section surface of the capsule
SoC Battery state-of-charge
SoCfinal Battery state-of-charge at the end of the capsule

trajectory
v Capsule’s speed
Vbatt Accessible voltage of the battery at its terminals
Vcell Accessible voltage of the cell at its terminals
V batt
OCV Open circuit voltage of the battery
V cell
OCV Open circuit voltage of the cell
w Normalization factor in the objective of the sizing

problem
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I. INTRODUCTION

Historically, most transportation systems were designed
considering different boundary conditions and deployment
scenarios. The definition of the characteristics of the energy
reservoir that a given transportation system uses is particularly
important, because this element determines whether the carrier
of the system is energy-autonomous or not. For instance, elec-
tric trains (ETs) and electric vehicles (EVs), even if sharing
similar propulsion systems (PSs), exploit energy reservoirs
with very different characteristics. ETs rely on the quasi-
infinite energy reservoir of power grids that, compared to the
usual power required by the train propulsion systems, can be
considered as a quasi-infinite source of power. Conversely,
EVs rely on energy reservoirs (i.e., battery energy storage
systems - BESS) characterized by limited gravimetric and
volumetric energy and power densities. Hence, the design of
these two transportation systems is radically different. Indeed,
for ETs the energy reservoir does not translate into physical
constraints that, on the contrary, need to be well stated for the
design of an EV in order to maximize its travel distance [1].

It is also worth noting that, compared to other transporta-
tion systems directly supplied by fossil fuels, ETs and EVs
represent the best solution for intra-continental travel in terms
of average energy usage per passenger per km, as well as
for the CO2 emissions per passenger per km [2], [3] (EV:
97 Wh

passenger·km [4], 45 gCO2

passenger·km [5]; ET: 180 Wh
passenger·km

[6], 20 gCO2

passenger·km [7]). The two aforementioned transporta-
tion systems merge their characteristics when translated into
the Hyperloop concept. The Hyperloop transportation system
is composed of a constrained space characterized by a low-
pressure environment (operated at u 50mbar), that is usually
represented by tubes that also house a dedicated rail sys-
tem responsible for the mechanical constraining of energy-
autonomous vehicles, henceforth called capsules, carrying a
given payload. Capsules should be self-propelled and can use
the tube’s rail for guidance, magnetic levitation and propulsion
purposes. For an average speed in the order of ten times larger
than the EVs or ETs and a maximum speed in the order of
the speed of sound, Hyperloop is expected to achieve average
energy consumption in the range of: 30-90 Wh

passenger·km [8]
and CO2 emissions in the range of 5-20 gCO2

passenger·km . The
Hyperloop potentially presents the same advantages of ETs
(high speed, low energy-consumption and CO2 emissions per
passenger per km) while being at the same time an energy-
autonomous system such as an EV. However, to carry a
payload of a few tons on a capsule travelling at a maximum
speed higher than 1000km

h , along trajectories of hundreds
of kilometers with an acceleration comparable with standard
passenger air crafts, there are two fundamental questions that
need to be addressed: (i) are today’s batteries, power-electronic
converters and electrical motors compatible with the power
and energy needs of this new transportation system? (ii) Are
the Hyperloop energy consumptions and emissions compatible
with these expectations? In this paper, we focus on providing
quantitative replies to these two questions by proposing a
specific optimal sizing framework.

Hyperloop capsules move between pre-determined point-to-

point stations (Station A and Station B) and fixed trajectories
in low-pressure tubes. As aforementioned, the pressure in
Hyperloop tubes is pumped down to values to the order of 50
mbar or below (i.e., [9]), a condition that reduces drag forces
and increases efficiency and maximum achievable speed (see
Fig. 1).

Station A Station BCapsule � 50 mbar

� 1 bar

Hyperloop tube

Earth atmosphere

Fig. 1: The conceptual Hyperloop diagram.

This simple operational aspect substantially reduces the
energy needs [10] of a Hyperloop capsule yet increases its
maximum achievable speed. Consequently, the PS of a Hy-
perloop capsule can require a substantial amount of power (in
the order of several MW per tens of tons of capsule mass [11])
to be extracted from an energy reservoir containing a relatively
low amount of energy [3]. For this reason, the optimal sizing
of the Hyperloop capsule PS is a non-trivial problem, which
is the core of this paper.

The problem of the optimal sizing of energy-autonomous
vehicles is studied in the existing literature, especially con-
cerning EVs [1]. In [12], a modelling framework is proposed
to study different aircraft-electric propulsion architectures by
means of a platform that simulates power generation, dis-
tribution, and fuel consumption. Regarding the study of the
behaviour of batteries in electric and hybrid vehicles, in [13], it
is proposed a simulator specifically created in order to predict
the state-of-charge (SoC) and dynamic behavior of different
battery types. In [14], [15] and [16]– [19], optimization strate-
gies and component sizing methods have been proposed to en-
hance the energy consumption of different energy autonomous
vehicles. [17], [20]– [22] present optimization methods for
electrical or hybrid vehicles; these methods especially involve
BESSs.

However, none of the aforementioned papers focused on the
specific problem of sizing the propulsion system of a Hyper-
loop capsule. In this respect, the novelty of the paper is set up
by proving that with current technologies on batteries, power
electronics and electrical machines, an energy-autonomous
Hyperloop capsule is feasible, and more efficient in terms
of energy consumption and CO2 emissions comparing with
today’s transportation systems.

By making use of numerically tractable models of electrical
PSs and BESSs, we focus first on the formulation of a non-
convex optimization problem that targets the optimal design
of the PS of a Hyperloop capsule. Our proposed optimization
minimizes a bi-objective function where the first term is
represented by the total number of the BESS cells and the
second term–the norm-2 of the discrete sampled accelerations
along the capsule’s trajectory. The constraints representing the
capsule kinematic are also taken into account, as well as a
regenerative braking. We provide a comprehensive analysis of
the results for different weights of the terms in the objective
function and identify dominant solutions by using specific
metrics. We also present a sensitivity analysis of the identified
dominant solution with respect to variations of parameters that
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can exhibit changes in the design stage of the capsule as well
as for different lengths of the capsule trajectory.

The structure of the paper is the following: in Section II,
we illustrate the hypotheses of the models adopted for repre-
senting elements of the capsule’s PS and its kinematics. Then,
we provide the formulation of the optimization problem to
determine the fundamental characteristics of the capsule’s PS.
In Section III, we use the proposed optimization problem to
design the PS of a capsule expected to travel along trajectories
of different lengths and we discuss the results with a further
sensitivity analysis with respect to parameters that can exhibit
changes.

II. HYPOTHESES AND PROBLEM STATEMENT

A. Trajectory

The closed and sealed path of a Hyperloop is provided by an
infrastructure composed of a tube or an underground tunnel.
Indeed, confining the capsule into a sealed tunnel permits
pumping down the pressure to values to the order of 5%
(50mbar) of the standard atmosphere pressure [9].

As shown in Fig. 2, the total length of the trajectory is
L and it is split into n different zones: {M1,M2, ...,Mn},
where j represents the generic position of the capsule and
i the elapsed time relative to the generic discrete position,
j. The capsule travels between [0, L] where the trajectory is
sampled at regular intervals, ∆j, such that the discrete capsule
position is j = 0, 1, ..., L

∆j . Since the capsule can move only
in a single direction, forward, for each j we can associate a
corresponding discrete time index, i (i = 0, ..., tLk

, ..., tL in
correspondence of the zones M1, ...,Mk, ...,Mn).

Station A

j = L1/� j

0 

j = Lk/� j

Mk

Station B

Constant speed

zone

Acceleration

zone

Deceleration

zone

...

Capsule � 50 mbar

� 1 bar

...

Hyperloop tube

Earth atmosphere

M1 Mk+1 Mq Mn

j = Lk+1/� j

j

j = Lq/� j j = Ln/� j = L/� j

i = t L1
i = tLk i = t Lk+1 i = tLq i = tLn = tL

0 i

L

...

Fig. 2: The generic trajectory of a Hyperloop capsule.

The space budget of the trajectory for each of the n zones
(1) is pre-established by the designer due to the different
geographical constraints of the trajectory (see Fig. 2).



M1,∀j = 0, 1, 2, ..., L1

∆j − 1

M2,∀j = L1

∆j ,
L1

∆j + 1, ..., L2

∆j − 1

...

Mk,∀j = Lk−1

∆j , ..., Lk

∆j − 1

Mk+1,∀j = Lk

∆j , ...,
Lk+1

∆j − 1

...

Mn,∀j = Ln−1

∆j , ..., L
∆j

(1)

The trajectory is usually separated into typical zones such
as: acceleration, constant speed and deceleration (see Fig. 2).
The M1, ..., Mk zones are reserved for the acceleration, and
zones Mk+1,..., Mq represent the constant speed ones (where
the capsule achieves its maximum speed or the cruising speed).
The last zones of the trajectory, Mq+1,..., Mn, are used to
brake the capsule before reaching the destination.

B. The Model of the Capsule Propulsion System

The architecture of the Hyperloop capsule PS is composed
of three main components [19]: (i) an energy reservoir consist-
ing of a BESS, (ii) a DC/AC power electronics converter and
(iii) an electrical propulsion machine (e.g., a linear induction
motor). In the following subsections, we present the models
of these subsystems as they constitute some of the constraints
of the targeted optimization problem.

1) Model of the capsule power source: There are different
approaches to model the electric response of a battery cell,
and the choice of the model depends on the complexity of
the associated problem. In this respect, there are three main
families of models [13], [24], [25]: (i) the so-called “bucket”
models, where cells are represented as integral operators of
charge/energy eventually by taking into account the associ-
ated charge/discharge efficiency, (ii) equivalent circuit models,
where the voltage dynamics are simulated by means of an
equivalent network of electric lumped components and where
the SoC is still modeled via an integral operator, and (iii)
electrochemical models, where the cell’s internal dynamics
associated with ion species diffusion and electrochemical
reactions are fully modeled. Due to the numerical complexity
and large number of state variables required by the third type
of cell models, in general, they cannot be directly used into
an optimization problem. In this work, we adopt a cell model
belonging to the second family. This choice is preferred as it
enables us to derive a set of numerically tractable constraints
capable of capturing the main cell’s response. Fig. 3 shows the
possible equivalent circuit of a cell where the charge diffusion
dynamics are not taken into account [26] 1. Below, we describe
the cell’s quantities.

• V cell
OCV : represents the open-circuit voltage of the cell, and

it is a known function of the cell SoC provided by the
difference between the cells’ electrodes’ potentials [27].

• Icell: represents the current flowing through a single cell.

1The adoption of a multiple time constant model of the cell does not affect
significantly the results as the time constant of the charge redistribution (in
order of hours) is larger than the time spent by the capsule to complete the
trajectory (several tens of minutes). For this reason, we prefer the use of the
cell model shown in Fig. 3.



4

• Rcell: represents the equivalent series resistance of the
cell. It also encompasses the equivalent resistance of the
cell’s terminals’ connections with the next cell. Rcell is
assumed to be known and constant (e.g., we neglect its
dependency on the cell’s temperature) [28].

• Vcell: corresponds to the voltage accessible in the cor-
respondence of the cell’s terminals; it is affected by the
voltage drop produced by the Rcell.

V cell
OCV (SoC)

Rcell

Icell

Vcell

Fig. 3: Equivalent circuit of a cell adopted to derive the
BESS constraints.

In a first approximation, the model of an entire BESS pack
composed by identical cells can mathematically be described
by (2), where Ns and Np represent the number of series cells
and the number of parallel cells of the BESS, respectively.
V batt
OCV represents the open-circuit voltage, which is solely a

function of the cells SoC; whereas Rbatt integrates the all
the cells’ and connectors’ resistances. Cbatt represents the
capacity of the BESS. Ibatt is the total current provided (or
absorbed) by the BESS.

V batt
OCV = f(SoC)

V batt
OCV = V cell

OCVNS

Rbatt = Rcell
Ns

Np

Ibatt = IcellNp

SoC = SoC(0) +
∫ tL

0
Ibatt

Cbatt
dt

(2)

Hence, Vbatt and Pbatt, are the accessible voltage and power
of the BESS (3).{

Vbatt = Ns(V
cell
OCV −RcellIcell)

Pbatt = IbattVbatt
(3)

The function V batt
OCV (SoC) is usually available from the

cell’s manufacturer.
2) Propulsion: Speed and acceleration profiles are a func-

tion of the traction force provided by different types of
electrical motors characterized by different performances.

For the ensemble of the electrical machine and converter,
the most important parameters are

• P
PSweight

which represents the ratio between the total
amount of power per unit mass.

• V max
DC which represents the maximum allowable DC

voltage of the DC/AC converter.

C. Capsule Kinematic Model

We assume the capsule to be capable of carrying a pay-
load mass defined by the designer, mpayload. In order to

parametrize the total mass of the capsule as a function of the
problem’s decision variables (that define the PS), we divide
the total mass in two: a passive mass, m0, and an active mass,
mactive.

m = m0 +mactive (4)

The passive mass represents the payload plus the mechan-
ical sub-system masses, mmechanics, such as the capsule’s
aeroshell, chassis, pressure vessels, stability mechanisms,
braking mechanism and, if present, magnets for levitation.

m0 = mpayload +mmechanics (5)

The active mass includes the mass of the BESS, mBESS ,
plus the one of the motor and DC/AC converter, mPS . The
mass of the BESS is proportional to the product between Ns

and Np times the cell’s mass, mcell (we assume that the cell
mass is associated with cells’ unitary mass plus cells’ wiring
and packaging).

Henceforth, we explicitly refer to the case of linear in-
duction motors (LIM) [29]– [32] as this specific electrical
machine is considered to be the best choice for energy-
autonomous Hyperloop capsules since it does not require the
electrification of the rail. Another advantage of using a LIM in
the architecture of a Hyperloop capsule is the maintenance pro-
cedure. With a contactless solution, PS periodical mechanics-
maintenance procedures may take place more rarely. Both
aforementioned factors result in diminishing the price costs
for the infrastructure and maintenance. We assume that the
LIM is characterized by a given weight per unit power density
k1, and the voltage source inverter (VSI) to be characterized
by a given weight per unit power density k2. The total mass
of the PS, mPS , can then be simply linked to the maximum
electrical power to be delivered along the trajectory for the
capsule, Pmax, via (6) and (7) where PLIM and PV SI are the
maximum powers of the LIM and VSI, respectively.mactive = mBESS +mPS

mBESS = NsNpmcell

mPS = Pmax(k1 + k2)
(6)

k1 =
mLIM

PLIM
; k2 =

mV SI

PV SI
(7)

In order to express the mass of the PS as a function of the
mechanical power provided to the capsule, we assume that
the maximum power provided by the BESS is equal to the
maximum power of the LIM and to the one of the VSI in
order to optimize the performances of the PS [33]. Therefore,
by introducing the transfer efficiency of the capsule PS, η,
the mass mPS can be computed as in (8), where PmaxCell is
the maximum power provided by a cell that can be computed
using (3).

mPS =
1

η
PmaxCellNsNp(k1 + k2) (8)

Thus, the final expression of total mass is given by (9) where
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m ∼ NsNp.

m = m0 +NsNpmcell +
1

η
PmaxCellNsNp(k1 + k2) (9)

Throughout the trajectory, the capsule is represented by a
kinematic model where the state variables are the acceleration,
a, and speed, v, sampled along the trajectory (as shown in Fig.
2) with ∆j, or time intervals ∆i corresponding to ∆j. ∆i is
computed with respect to ∆j through solving the associated
equation: ∆j = v(j − 1)∆i + 1

2a(j)∆i2 required to have a
uniform varied motion. The total length of the trajectory is L
and is divided, as in (1), into three main parts: acceleration,
constant speed, and braking. Thus, the total number of discrete
analysis points along the trajectory is [ L

∆j ]. Subsequently, the
links of the discretized state variables of the capsule as a
function of the power provided by the PS are derived.

One of the most significant advantages of the Hyperloop
consists in the reduction of the drag force [34] as it is
proportional to the fluid density (ρ). Equation (10) provides
the simplest expression of the drag force as a function of the
generic position of the capsule along the trajectory, where Cd

represents the drag coefficient of the capsule and S the cross
section surface of the capsule.

Fdrag(j) =
1

2
SCdρv(j)2 (10)

The PS traction force and traction power as a function of the
generic capsule position along the trajectory are given by (11)
and (12), respectively.

Ftraction(j) = ma(j) + Fdrag(j) (11)

Ptraction(j) = Ftraction(j) · v(j) (12)

By integrating (9), (10), (11) and (12), we obtain the following
expression for the traction power, Ptraction, as a function of
m, a and v.

Ptraction(j) = (ma(j) + Fdrag(j)) · v(j) (13)

Once reaching the maximum speed, vmax at xvmax , the
instantaneous power consumption of the capsule is minimal
and flattened due to (11). This simple observation, supported
by the numerical results of Section III, permits us to state that
the Hyperloop PS application is closer to a power-intensive
application rather than an energy-intensive one. Still, due to
the variation of Vbatt associated with the variations of the SoC
for a relatively long journey, the effect of depth-of-discharge
(DoD) on the V cell

OCV represents an element that should be
taken into account in the problem formulation.

D. Formulation of the Optimization Problem

In view of the above-illustrated models of the capsule
power-source, PS and kinematic model, we formulate the
problem for the optimal design of the capsule PS as in (14).

min
NsNp,a

NsNp − w · ||a||2

subject to j = 0, 1, 2, ...,
Lq

∆j
− 1

v(j) ≤ vmax

aminM1
≤ a(j) ≤ amaxM1

,∀j = 0, 1, 2, ...,
L1

∆j
− 1

...

aminMq
≤ a(j) ≤ amaxMq

,∀j =
Lq−1

∆j
, ...,

Lq

∆j
− 1

L2∑ L
∆j

j=0 v(j) ·∆j
≤ Tmaxq

Ptraction ≤ ηPbatt

SoCmin ≤ SoC ≤ SoCmax

Icell(j) ≤ IcellMax

V cell
OCV (0) = V cell

OCV |SoC=SoCmax

V batt
OCV = V cell

OCVNS

Rbatt = Rcell
Ns

Np

Ibatt = IcellNp

Cbatt = NpCcell

SoC = SoC(0) +

tL∑
i=1

Ibatt
Cbatt

∆i

∆i =
−v(j − 1) +

√
v2(j − 1) + 2a∆j

a
Vbatt = Ns(V

cell
OCV −RcellIcell)

Pbatt = IbattVbatt

m = m0 +mactive

m0 = mpayload +mmechanics

mactive = mBESS +mPS

mBESS = NsNpmcell; mPS = Pmax(k1 + k2)

k1 =
mLIM

PLIM
; k2 =

mV SI

PV SI

mPS =
1

η
PmaxCellNsNp(k1 + k2)

m = m0 +NsNpmcell +
1

η
PmaxCellNsNp(k1 + k2)

Fdrag(j) =
1

2
SCdρv(j)2

Ftraction(j) = ma(j) + Fdrag(j)

Ptraction(j) = (ma(j) + Fdrag(j)) · v(j)
(14)

The objective function is composed of two elements: the
weight of the BESS and the performance of the capsule
represented by the norm-2 of the array of the discrete ac-
celerations sampled along the trajectory. We maximize ||a||2
as this value can be directly linked to the traveling time
to complete the trajectory. Indeed, for the acceleration and
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constant-speed zones (that represent the large part of the
trajectory), we know that v(j+1)−v(j)

∆i ≥ 0, which also implies
v(j+1)−v(j)

∆j ≥ 0,∀j ≤ Lq

∆j − 1. Therefore, we can say that

min(
L2∑ L

∆j

j=0 v(j) ·∆j
) ⇐⇒ max(vmax). (15)

As vmax can be expressed as

vmax =

∫ tLk

t0

a(τ)dτ '
tLk∑
i=0

a(i)∆i, (16)

from (15) and (16), if we want to maximize vmax, we have to
maximize

∑tLk
i=0 a(i)∆i, which implies maximizing |a|1. We

choose to maximize the ||a||2 in order to give more weight to
the higher values of the acceleration along the trajectory.

It is worth noting that, as NsNp and ||a||2 in the objective
function of (14) are different physical quantities, a weight
factor, w, is necessary in order to normalize them.

It is worth observing that the constraints have explicitly
considered that the maximum speed of the capsule cannot
exceed a pre-determined value, vmax, and that the average
traveling time cannot be longer than a certain given threshold,
Tmaxq

depending on the length of trajectory, L. Furthermore,
the acceleration in the zones M1, M2,..., Mk are upper
bounded by values compatible with airplanes acceleration
profiles. We also constrained the Icell to be lower than the
maximum admissible discharge rate of the considered cell.
For the BESS, the V batt

OCV is initially chosen with respect to
the railway electrification system standard. Finally, the SoC
should be in the safe range, bounded by SoCmin and SoCmax

defined by the designer.
A final comment is about the deceleration stage performed

in the zones Mq+1, ..., Mn. In these zones, the capsule actuates
the braking: a dominant part of the deceleration is assumed to
be produced by a dissipative braking mechanism, whereas a
minimal part is assumed to be produced by a regenerative one
[35], [36]. As the regenerative braking enables us to recover
a minimal part of the capsule’s kinetic energy limited by the
maximum charging rate of the considered cell, IcellMaxcharge

,
it is not taken into account in the optimization problem.
Therefore, in (14), the optimization problem is applied only for
the acceleration and constant speed zones. However, in the nu-
merical results, we charge the BESS in the zone Mq+1, ...,Mn

with IcellMaxcharge
. This enables us to compute the SoC at

the end of the trajectory, SoCfinal.
The problem (14) is non-convex due to the discrete nature of

its equations as well as the SoC expression. Indeed, in equa-
tion (2), the denominator of the integrating function (i.e. Cbatt)
is function of the control variable Np (Cbatt = NpCcell). Since
Ibatt and the SoC are an internal and constrained variable
of the problem, both dependent on the control variables, the
constraint expressed through equation (2) is non-convex. The
problem has been solved using a gradient-based method [37],
[38], and we use first-order optimality conditions to determine
whether a local minima has been identified. For the solution
of a single problem corresponding to a given w and a single
set of NsNp and a initializations, we have got an average

computational time of approximately 35 to 37 seconds using
a standard laptop (3.5 GHz Intel Core i7 with 16 GB 2133
MHz LPDDR3 memory).

III. NUMERICAL RESULTS

A. Assumptions on the Capsule Trajectory

For a concrete example, the proposed optimization is ap-
plied to design the PS of a capsule expected to travel between
the two largest cities in Switzerland: Geneva and Zürich 2.
The first length of the trajectory is L = 226km 3. In order
to extensively validate the optimization process, other two
lengths of the trajectory have been considered L = 500km
and L = 1000km.

The considered trajectories have been segmented in the
zones reported in (17) for L = 226km, (18) for L = 500km
and (19) for L = 1000km, where M1 and M2 represent the
acceleration zones, M3 is the constant speed zone, and M4

the deceleration one. The discrete sampling of the trajectory
is ∆j = 100m. ∆j has been chosen with two characteristics:
(i) ∆j << min(Lm),∀m = 1, 2, ..., n and (ii) determine an
integer number of discrete points in order to have a coherent
spatial sampling of the trajectory. To fix ideas, it results in a
total number of 2260 discrete points for L = 226km, 5000
discrete points for L = 500km and 10000 discrete points for
L = 1000km.


M1,∀j = 0, 1, 2, ..., L1

∆j − 1, with L1 = 5km

M2,∀j = L1

∆j , ...,
L2

∆j − 1, with L2 = 26km

M3,∀j = L2

∆j , ...,
L3

∆j − 1, with L3 = 206km

M4,∀j = L3

∆j , ...,
L

∆j , with L = 226km

(17)


M1,∀j = 0, 1, 2, ..., L1

∆j − 1, with L1 = 5km

M2,∀j = L1

∆j , ...,
L2

∆j − 1, with L2 = 26km

M3,∀j = L2

∆j , ...,
L3

∆j − 1, with L3 = 480km

M4,∀j = L3

∆j , ...,
L

∆j , with L = 500km

(18)


M1,∀j = 0, 1, 2, ..., L1

∆j − 1, with L1 = 5km

M2,∀j = L1

∆j , ...,
L2

∆j − 1, with L2 = 26km

M3,∀j = L2

∆j , ...,
L3

∆j − 1, with L3 = 980km

M4,∀j = L3

∆j , ...,
L

∆j , with L = 1000km

(19)

B. Assumptions on the Capsule and PS

The capsule is assumed to carry a payload mass equivalent
to 25 persons (this payload might be replaced by a cargo one).
The average mass payload attributed for a single person is
80kg, which means mpayload = 2000kg.

2The actual travel time between these two cities with the Swiss public train
company is in the order of 2h30min, whereas time travel by plane is around
45 minutes (not including the boarding).

3Although this parameter is expected to influence the results of the
optimization, the value we selected enables us to deploy a fast-charging
strategy between subsequent stops of the capsule along a longer journey.
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1) Other general mechanical parameters: We assume the
capsule to have a total mass of the mechanical sub-systems
of 6000kg (therefore, m0 = 8000kg), a frontal cross-section
surface S = 6m2 [39] and the value of the drag coefficient
Cd = 0.1 [40]. The aggregated efficiency of the LIM and VSI
is also assumed to be η = 0.95 [2].

The upper bounds for the accelerations in the stages M1

and M2 are selected to be in the same order of magnitude
of maximum accelerations imposed by modern passenger
aircrafts. In (20) we summarize the upper bounds for M1 and
M2 (note that g = 9.81m

s2 ), along with the maximum speed,
vmax, and maximum travel time Tmaxq

. The maximum travel
times are bounded by using the factor φ = L

Tmax1

4 assumed
to be equal to 11.3 km

min .


vmax = 1200km

h
Tmax1

= 20min;Tmax2
= 44.25min;Tmax3

= 88.5min
aminM1

= 0.05g; amaxM1
= 0.9g

aminM2
= 0.05g; amaxM2

= 0.6g
aminM3

= 0g; amaxM3
= 0.001g

(20)
2) BESS: We assume the BESS to be composed by

Lithium-Polymer NMC cells. In this respect, the numerical
results of this section are inferred using a real cell, the Kokam
SLPB 11543140H5. This specific cell was selected in view of
its excellent power density and very-high discharge rate since
these two are the most important cell characteristics for our
application. More specifically, the cell can sustain a continuous
discharge rate up to 30C and exhibits remarkable performance
in terms of ageing (more than 1000 cycles at 90% depth-of-
discharge). Its parameters have been fully characterized at the
Authors’ laboratory.

Concerning the maximum value for the V batt
OCV , it was

chosen based on ”Railway applications – Supply voltages
of traction systems” according to IEC 60850 standard [41].
Thereby, the values defined in (2) imply a V batt

OCV = 1.5kV
for SoCmax = 100%.

The constraints of the SoC mark a safe operation zone of
the BESS in order to guarantee that the cell will wear with the
expected ageing and that they were selected according to the
manufacturer’s specifications. The cell-equivalent series resis-
tance was measured at the Authors’ laboratory at an operating
temperature between 15 − 35◦C. Concerning the maximum
discharge current, it also results from the cell capacity (5Ah)
and maximum continuous discharge rate (30C). The charging
current used by the regenerative braking is limited to 1C. Also,
this value is according to the manufacturer’s data.

SoCmax = 100%
SoCmin = 10%
Rcell = 4.4mΩ
IcellMax = 150A
IcellMaxcharge

= 5A

(21)

3) Propulsion: The weight per unit power density of the
LIM, k1, is selected by making reference to a Hyperloop pro-
totype developed in our laboratory whilst the same parameter

4The value of φ is defined by the designer/modeler.

for the VSI, k2, was inferred using industrial-grade VSI used
in the automotive sector.{

k1 = 0.091 kg
kW

k2 = 0.075 kg
kW

(22)

C. Results

Problem (14) was solved for the three different lengths of
the trajectory, corresponding to three different average travel
time constraints as shown in (20). For every length of the
trajectory, Algorithm 1 is used in order to solve problem (14),
where the normalization factor w was varied from 100 to 108

in a decade-logarithmic way and, for each of its values, the
control variables NsNp and a were initialized with different
values (these initial values were selected in a range where
they have a feasible technical meaning). An example for the
behaviour of the problem objective, for L = 226km and
w = 100, as a function of the initial values of NsNp,init and
ainit is given in Fig. 4. We generated the solution space in Fig.
4 with the different initialization of a and NsNp for w = 100
and L = 226km by solving (14). This process was repeated
for all the values of w and L where the white zone of the
figure represents the minimum of the optimization problem
(14). For the minimum point in Fig. 4 (identified within
the white zone of the graph) we extract the corresponding
trajectory information regarding the acceleration, speed, and
time profiles, with respect to the position of the capsule and
BESS status. The cluster of information found for each of
the solutions contains all the necessary trajectory and system
details of the capsule. The knowledge of the acceleration
profile enables us to compute the speed profile (Fig. 5) along
with the traction power profile (Fig. 6) and cell-current profile
(Fig. 7) of the capsule.

Algorithm 1

1: for w = 100 → 108

2: for ainit = 0→ 1,∆ainit = 0.1
3: for NsNp,init = 0→ 10000,∆NsNp,init = 1000
4: Solve (14)
5: end for
6: end for
7: Find NsNp and a with min obj
8: end for

With Algorithm 1, the following figures show, for every
length of the trajectory, L, the Pareto fronts of the most
important capsule performance indicators and key parameters
of the PS as a function of the normalization factor w. More
specifically, Fig. 8 shows the values of the total number of cells
of the BESS, Fig. 9 shows the capsule and the BESS masses,
Fig. 10 and Fig. 11 show the maximum speed and acceleration
achieved along the trajectory, Fig. 12 shows the maximum
traction power, Fig. 13 shows the final SoC of the BESS,
SoCfinal, and Fig. 14 shows the average time necessary to
cover the trajectory.
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D. General Observations

As shown in Fig. 12, the maximum instantaneous power
along the trajectory for the longer distances (i.e., L = 500km
and L = 1000km) is similar for the various solutions and
in the range of 2 to 5.5 MW. For the shorter distance
(L = 226km) the maximum power applied by the capsule’s PS
is, instead, larger due to two reasons: (i) the cruising speed
(maximum speed) along the trajectory is smaller due to the
amount of time that the capsule spends at that speed which
enables minimizing the average traveling time, and (ii) the
solutions of the optimization problem are governed by the
SoC constraint while the discharge rate and DoD of the cell
are underused.

The normalization factor w has, as expected, a substantial
influence on the obtained optimal solutions. For relatively
small values of w ∈ [100; 102], the maximum acceleration (see
Fig. 11) is half of the maximum one imposed by a modern
passenger aircraft. The corresponding BESS is not larger than

0 500 1000 1500 2000 2500

Position (km X 10)

-2.5

-2

-1.5

-1

-0.5

0

0.5

1

1.5

2

T
ra

c
ti
o

n
 P

o
w

e
r 

(W
)

10
6

Fig. 6: Optimal traction-power profile for L = 226km,
w = 100, ainit = 0.6m

s2 , NsNp,init = 2000cells.
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Fig. 7: Optimal cell-current profile for L = 226km,
w = 100, ainit = 0.6m

s2 , NsNp,init = 2000cells.
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1000kg, 1500kg and 2500kg for L = 226, L = 500km, and
L = 1000kg respectively. The maximum capsule acceleration
grows rapidly as w increases up to a point where it saturates.
Hence, for w > 103, the maximum acceleration increases
up to 0.3 ÷ 0.32g; this represents the maximum acceleration
obtained for the considered cell and the assumptions on the
capsule characteristics for three different lengths. The maxi-
mum instantaneous power is about 6.25MW (for L = 226km)
and 5.5MW (for L = 500km and L = 1000km) for
w ∈ [107, 108] and is associated to a total number of cells
of NsNp = 16468, NsNp = 21122, NsNp = 31862.
The maximum speed for the different lengths, L = 226km,
L = 500km, L = 1000km varies between 771km

h ÷1104km
h ,

757km
h ÷1000km

h , and 740km
h ÷946km

h respectively. For larger
distances, the optimal maximum-speeds intervals given by the
minimum and maximum value of w shrinks down due to the
linear increase of the maximum travel time constraint and the
longer zones travelled by the capsule at the maximum speed.

As already stated in Fig. 4, the minima of the objective
function given in (14) for w = 100 and L = 226km is found
for the following initialization: ainit = 0.6m

s2 and NsNp,init =
2000cells. In Fig. 5, the optimal-speed profile is shown, hence
computed as a result of the optimal-acceleration profile solved
in (14). The capsule achieves its maximum speed at 771km

h ,
and constantly runs at this speed, until the deceleration zone.
The two different acceleration zones are clearly observed in
Fig. 6, where the optimal-traction power profile is presented.
Before achieving its peak of power, due to the two different
acceleration zones (after L1 = 5km), and to the increase
of speed, the traction profile exhibits a transition because of
(13). The instantaneous power of the capsule substantially
reduces once the maximum speed is achieved; and, due to the
low-pressure atmosphere, even at high-speeds, the necessary
amount of injected power to maintain the constant speed is
low–relative to the maximum instantaneous power given by
the acceleration zone. We present the current consumption for
a given cell from the BESS in Fig. 7, as a result of (2). The
profile of the current consumption for a single cell is similar
to the profile of the power profile presented in Fig. 6, except

for the constant-speed zone of the capsule. In this zone, due
to the variation of the cell voltage with the SoC in (2), and in
order to keep a constant power of the capsule, the current
consumption slightly increases from the moment when the
maximum speed is achieved until the braking zone. The peak
of current consumption over the trajectory represents almost
half of the maximum allowed discharge rate of the cell. The
other optimal profiles for speed, traction power, cell current
consumption look similar as the presented ones for every w
and L. However, due to the low-energy density of the cell, the
solution of the optimization problem is constrainted by the
level of SoC. For higher values of w, where the solution is
represented by larger values of the instantaneous power of the
capsule (Fig. 12), the solution of the problem is constrainted
by the discharge rate of the cell and not by the level of SoC.

The identified Hyperloop PS solutions are feasible with
the today’s cell technology. In a range of 0.9 ÷ 2tones,
1.4÷2.7tones, respectively 2.3÷4tones of battery cells (Fig.
8 and Fig. 9), most of the mass is still distributed between the
mechanical sub-systems and the payload. Another outcome
is related to the level of the SoC. The problem has been
constrainted for a minimum SoC value of 10% before the
regenerative braking zone. Therefore, all the available BESS
energy is absorbed at the end of the constant-speed zone, and
the level of SoC tends to the minimum value imposed by the
optimization problem. Due to the low charging rate of the cell
(1C), compared with the discharge rate (30C), the level of
SoCfinal presented in Fig. 13 does not reach high values.

In Fig. 14, the average traveling time stays in the range
of 13 ÷ 19minutes, 31 ÷ 40minutes, respectively 65 ÷
83minutes, where the upper boundary of this range is gov-
erned by the lower values of w ( w = {1, 10, 100} ).
Indeed, the average traveling time is related to the maximum
speed over the trajectory given in Fig. 10, as a result of the
acceleration profile, where every maximum point, with respect
to w, can be found in Fig. 11.

Irrespectively of the value of w, it is important to observe
that the obtained BESS masses and the total number of
cells are compatible with the currently proposed applica-
tions in commercial heavy-duty electric vehicles (e.g., electric
trucks). The same observation applies to the maximum powers
obtained for the other elements of the capsule propulsion.
Therefore, the results indicate the technical feasibility of the
identified capsule propulsion using today’s technologies. To
the best of the Authors’ knowledge, this is the first paper in the
literature that provides numerical support to this fundamental
observation for the Hyperloop capsules PS design. With a
battery-energy reservoir not larger than 10MW , Hyperloop
can offer a transportation system for goods or people at
speeds of 1000km

h with accelerations comparable with the
commercial aircrafts.

A final remark is about the estimation of the required
energy/km/passenger given in Fig. 15. This estimation refers
only to the capsule’s energy consumption and does not include
the Hyperloop-tube vacuuming process. For this computation,
the BESS charging efficiency is considered to be: ηcharging =
89.4% [42]– [44]. It is worth observing that, for the identified
solution corresponding to w = 100, we obtain values in the
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order of 22 Wh
passenger·km for L = 226km, 15.2 Wh

passenger·km
for L = 500km and 12.3 Wh

passenger·km for L = 1000km. The
results show an interesting finding: for longer distances (i.e.,
L = 500km and L = 1000km), the energy consumption
per passenger per km is dropping down. This important
compression of the average energy consumption is mostly
influenced by the longer time spent by the capsule at the
cruising speed where the power consumption of the capsule is
flattened (and minimal).

The solutions corresponding to longer distances (i.e., L =
500km and L = 1000km) present similar maximum instan-
taneous power profiles (Fig. 12) even if they present different
masses and different lengths. With similar acceleration pro-
files, the difference is made by the speed profiles and the time
spent at the cruising speed, and the SoC limitation which
is directly influenced by the speed profile and mass of the
capsule.

E. Dominant Solutions

For the sake of comparing the results, it is necessary
to identify dominant solutions. The dominant solution for
the capsule design can be determined by minimizing cost,
power, and mass of the PS, while preserving similar capsule’s
performances. In this respect, the key performance indicator
is given by the trajectory travel-time. Reducing the power of
the PS implies both reducing its cost and mass and increasing
the trajectory travel-time. Hence, the dominant solution can be
determined by looking at the values assumed by the quantity
O1 = max(Ptraction)

TravelT ime . This auxiliary quantity helps us to
identify a dominant solution (for the minimum value of O1)
that is for:

• L = 226km, for w = 100, O1 = 0.101MW
min

• L = 500km, for w = 100, O1 = 0.047MW
min

• L = 1000km, for w = 100, O1 = 0.025MW
min

We can consider another auxiliary quantity in order to
identify a different dominant solution. This additional auxiliary
quantity takes into consideration the energy consumption with
respect to the travel time, hence we can define the auxiliary
quantity O2 = Energy

Distance·Passenger·TravelT ime which is mini-
mal for:

• L = 226km, for w = 100, O2 = 1.14 Wh
km·passenger·min

• L = 500km, for w = 100, O2 = 0.371 Wh
km·passenger·min

• L = 1000km, for w = 100, O2 =
0.149 Wh

km·passenger·min

These metrics enable us to conclude that for any different
considered length, the optimal solution is found for w = 100.
These results are also similar with the one presented in the
Results section. Namely, for a lower power sizing of the
capsule’s PS, lower energy consumption/passenger/km and
larger travel time, the O1 and O2 metric shrinks down.

F. Sensitivity Analysis

In the subsection discussing the dominant solutions, the
solution corresponding to w = 100 appears to represent the
best trade-off between the performance and cost of the PS.
In this subsection, we verify the sensitivity of this dominant

solution with respect to the variations of parameters that
might exhibit changes in the design stage of the capsule. We
specifically refer to k1 +k2 and m0. The sensitivity analysis is
carried out for w = 100, by solving (14) varying k1 + k2 and
m0 above their initial values. The ranges of these parameters
used in this analysis are (k1 + k2)init → 2(k1 + k2)init
and m0,init → 5

4 · m0,init. Fig. 16 and Fig. 17 show the
modifications of the BESS total number of cells and trajectory
travel time. As it can be seen from these two figures, the
solutions vary in a continuous way. For the largest values of
(k1+k2) and m0 with a fixed length of trajectory, L = 226km,
the average traveling time is reduced by one minute (i.e., 5%),
with respect to the value obtained with the original solution.
This result is due to an increase of the BESS number of cells in
the range of 10%, with respect to the original optimal solution.
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IV. CONCLUSIONS

In this paper, we have proposed a specific optimization
problem for the design of the PS of a Hyperloop capsule.
The problem’s objective-function is composed of the number
of cells of the BESS that supply the capsule propulsion and
the performance of the capsule given by the norm-2 of the
array of the space-discretized accelerations along the capsule
trajectory. The constraints rely on numerically tractable models
of the three elements composing such a PS, as well as the
kinematic model of the capsule.

A comprehensive analysis of the results is given for the
different weights of the terms in the objective function. The
analysis of the results demonstrates the technical feasibility
of the Hyperloop PS, with respect to existing BESS and
electrical propulsion technologies. Furthermore, the proposed
design method enables to compute energy consumption of
the capsule’s propulsion between 10 to 50 Wh/km/passenger
depending on the assumptions and trajectory parameters. With
the proposed sizing method and Hyperloop capsule architec-
ture, we conclude that today’s battery and power-electronics
technologies exhibit characteristics that are compatible with
the Hyperloop application, thus enable its development as a
viable transportation solution.

Hyperloop can represent an intra-continental transportation
solution that can complement, or replace, travel via plane and
train. For example, on the considered route between the two
strongest economic poles of Switzerland, there are more than
half of a million travelers reported yearly. Hyperloop can be
considered a complementary mode of transportation, which
could efficiently sustain this point-to-point travels.

The Hyperloop industry is still in its infancy. To the best of
our knowledge, this is the first paper that provides a numerical
support of the design of a Hyperloop capsule’s PS. Future
work will cover a more comprehensive modeling for the
BESS and PS and their inclusion in the proposed optimization
framework.
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